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AbstrAct

Machine learn ing and arti fi cial intel li gence 
(ML/AI) tech nol o gies have transformed nearly 
every indus try, help ing to realise unprec e dented 
effi ciency and effec tive ness in a vari ety of tasks 
once thought the exclu sive domain of humans. The 
finan cial com pli ance indus try, how ever, lags its peers 
in adopting ML/AI tools in spite it being read ily 
avail  able and prom is ing to reduce costs for finan cial 
insti tu tions. This paper argues that the rea son for 
delay in adop tion is not igno rance of the tech nol-
ogy but the lack of a moral con sen sus around its 
use in finan cial com pli ance. The eth ics and moral ity  
behind the adoption of ML/AI tools and why com-
pli ance pro fes sion als are dis cour aged from adopting 
it in their com pli ance programmes are explored. 
The paper intro duces the trol ley car prob lem and 
how this explains the lack of a moral con sen sus of 
the use of ML/AI in com pli ance. It then explores 
why, even though machines today can pass the Tur-
ing test, machines are not capa ble of mak ing moral 
judg ments, mean ing humans remain respon si ble 
for the actions taken by ML/AI. This cre ates an 
unprec e dented bur den about mak ing moral deci-
sions with out any real ben e fit to com pli ance offi-
cials who want to do good. The argu ment is that 
if reg u la tors change the incen tive struc ture away 
from con for mity to sav ing lives, and mak ing this 
the moral regime guid ing the use of ML/AI, tech-
nol ogy adop tion would increase and allow the com-
pli ance indus try to change the world for the bet ter.
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The finan cial com pli ance indus try uses 
auto ma tion — the ‘use of machines to exe
cute lin ear func tions once thought only 
pos si ble by humans’ — to improve pro
duc tiv ity, yet com pli ance costs increase 
each year at a mas sive rate, with one study 
reporting an 18 per cent increase year on 
year.1 Financial insti tu tions (FIs) now auto
mate pro ce dural guard rails, mov ing humans 
away from labo ri ous tasks to super vis ing 
tech nol ogy that flags sus pi cious trans ac tions, 
alerts when names on watchlists appear, 
and inspects credit, mar ket ing and other 
depart ments to min i mise inap pro pri ate 
and ille gal biases. These uses of auto ma
tion are good, in the sense of pro vid ing a 
pub lic ben e fit to the world, and, there fore, 
per haps attract tal ented peo ple to com pli
ance as a career. But auto ma tion reflects the 
tech no log i cal advances of the 20th cen tury, 
where machines could be fed strict rules and 
pro cess infor ma tion in a world where rules 
accounted for all  but the most sophis ti cated 
crimes. With time, auto ma tion became the 
bare min i mum an FI needed to accom plish 
to remain com pli ant.

In the 21st cen tury, auto ma tion no lon ger 
suf ces. Criminals today operate on trans
na tional scales, with resources that out match 
many law enforce ment bod ies, and that 
mutate faster than the pace at which reg u
la tors set stan dards. Fortunately, machine 
learn ing and arti fi cial intel li gence (ML/AI) 
tech nol o gies have made mas sive advances 
in the past decade in detecting threats more 
dynam i cally and robustly while reduc ing 
the labourinten sive nature of com pli ance. 
Indeed, the tech nol ogy avail  able for regula
tory com pli ance has become its own indus try 
and more read ily avail  able.2 The emer gence 
of this tech nol ogy would sug gest that com
pli ance costs should fall, but instead, the 
oppo site has occurred. If tal ented peo ple 
have access to his toric tech nol o gies to per
form eth i cally good and impor tant mis sions, 
then costs increase for one of two rea sons: FIs  

vol un tar ily spend more money on com pli
ance to har ness increased effec tive ness of 
tech nol ogy to catch more crim i nals, or FIs 
are not adopting inno va tions in ML/AI and 
are pay ing addi tional com pli ance costs in 
the form of labour on existing tech nol o gies 
to sat isfy reg u la tory require ments.

For the pur poses of this paper, the first 
expla na tion is dismissed, although argu
ments in sup port of it are wel comed, and 
the sec ond is explored: FIs lag behind many 
indus tries in adopting avail  able inno va tion 
in ML/AI to increase ef ciency and effec
tive ness, con tinu ing to rely instead on brute 
auto ma tion. Instead of pro vid ing lengthy 
data in sup port of this claim, it is stip u lated 
here in order to get at a poten tially much 
more inter est ing topic. If finan cial com
pli ance, as an indus try, lags behind other 
indus tries in tech nol ogy adop tion, how can 
this behav iour be explained and jus ti fied?

Talented and wellintentioned peo ple 
enter into a career with an impor tant mis
sion — to com bat injus tice and crime — and 
yet these same pro fes sion als fail to make the 
obvi ous choices peo ple in other indus tries 
have made to improve effec tive ness and 
ef ciency. For many years, it was believed 
that teach ing algo rithms and mea sure ment 
would lead to tech nol ogy adop tion among 
lead ing com pli ance pro fes sion als. Believing 
that peo ple fear what they do not under stand, 
enabling under stand ing was embarked upon 
with the aim of correcting the mis taken 
notion that ML/AI could replace humans 
by explaining that it instead aug ments and 
empow ers humans to make bet ter informed 
deci sions. Through the Amer i can Bankers 
Association (ABA) and many invi ta tions 
to roundtable dis cus sions with gov ern ment 
of cials, five years was spent in deliv er ing 
con tent. The moti va tion for this paper is to 
share what was learned: under stand ing how 
ML/AI works was not pre clud ing tech nol
ogy adop tion in com pli ance. It is not the 
algo rithm; it is the eth ics.
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THE TROL LEY PROB LEM AND  
THE IMI TA TION GAME
You are driv ing a trol ley and the brakes fail, 
send ing your trol ley speed ing down the 
tracks, requir ing you to make the choice: 
do noth ing and the trol ley will kill five 
dis tracted track work ers, or pull a lever to 
change tracks to save those five work ers 
but kill one worker on the other track. The 
famous eth i cal thought exper i ment known 
as the ‘Trolley Problem’ was devel oped in 
1967 by phi los o pher Philippa Foot, and it 
has become a vehi cle for under stand ing the 
moral uni verse unfolding with the emer
gence of ML/AI.3

The ‘trol ley prob lem’ pro vi des the eth i cal 
frame work to solve the tech nol ogy adop
tion puz zle in finan cial com pli ance. In the 
thought exper i ment, the indi vid ual driv
ing the trol ley must either kill one per son 
or let five peo ple die. What to do? When 
this ques tion was posed to a room of bank
ing com pli ance pro fes sion als this sum mer, 
about 70 per cent of the room indi cated they 
would choose to pull the lever. This sce nario 
is straight for ward and sug gests a strong con
sen sus around the tradeoff — bet ter to kill 
one instead of let ting five peo ple die. But 
change the sce nario slightly, and the tradeoff 
becomes com pli cated. Would it be accept
able to push a big per son on to the tracks 
to stop the trol ley, kill ing one to save five? 
What if the five track work ers are receiv ing 
haz ard ous duty pay because of extreme risks, 
and the lone per son on the sec ond track is 
a child? What if that child ignored posted 
‘Danger’ signs? What if the trol ley driver 
died of a heart attack when the brakes failed, 
but there was a pas sen ger on the trol ley, 
would the same 70 per cent pull the lever, 
or would it be pos si ble to jus tify remaining 
in the pas sen ger seat away from the lever, 
con fer ring the power of decid ing who dies? 
This last sce nario seems most instruc tive for 
the pur poses of this paper — what cir cum
stances incentivise the bystander to watch 
the trag edy and not step up to the lever?

To use this thought exper i ment to solve 
the com pli ance tech nol ogy puz zle, we 
need one addi tional con cept: think ing ver
sus imi ta tion. Unlike auto ma tion, machine 
learn ing learns induc tively from human
gen er ated data.4 Therefore, machines mimic 
human activ ity with no evi dence of actual 
con scious ness of the eth i cal complexities. If 
70 per cent of human trol ley driv ers pull the 
lever to change tracks, then machines mim
ick ing the phys i cal or cog ni tive pro cesses of 
humans will also pull the lever. But mak
ing moral judge ments remains an entirely 
human activ ity. We argue this dis tinc tion — 
think ing ver sus imi ta tion — through Alan 
Turing’s ‘imi ta tion game’.5

In 1950, when pioneering dig i tal com
put ing machines, Alan Turing expressed 
inter est in the ques tion: can com put ers 
think? Given the state of tech nol ogy of 
the day, he then pro posed a fal si fi able the
ory: in 50 years, will machines have the 
abil ity to imi tate humans? In his paper,6 
he describes the imi ta tion game describ ing 
how one might cre ate data to test related 
hypoth e ses. By the time of the writ ing of 
this paper in 2022, count less machines have  
been deployed that use ML/AI to mimic 
humans. Among the authors’ favourite dem
on stra tions of machines fooling humans is 
Google’s CEO’s intro duc tion of the Google 
assis tant in May of 2018.7 In his dem on
stra tion at Google’s IO con fer ence, Sundar 
Pichai played clips of an AI called Duplex 
call ing a hair salon and res tau rant to make 
res er va tions. In both instances, the AI 
under stood the human, and nei ther human 
showed any aware ness that they were talking 
with a nonhuman agent — a machine.

A com puter has been  able to beat the 
best human chess player for more than 20  
years.8 Machines can now write poetry 
and make visual and musi cal art, imi tat ing 
a par tic u lar art ist’s style to the extent that 
most peo ple are none the wiser.9 Machines 
per form tasks in auto mo bile design and 
manufactur ing.10 In hos pi tal ity, machines 
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auto mate call cen tres and per form cus tomer 
ser vice tasks.11 But does this impres sive and 
grow ing list of ML/AI accom plish ments 
lead us to con clude that machines think? 
No, because moral ity and eth ics are based 
on the actions nec es sary for humans to live 
fulfilling and vir tu ous lives within soci ety.12 
No ML/AI plat form is capa ble of mak ing 
value judgements because these are inher
ently human activ i ties.

This claim is grounded in moral phi los o
phers going back to Aristotle, but pres entday 
sce nar ios are eas ily sup port ive of the prem
ise. Consider selfdriv ing cars (SDCs). If you 
were told that a few moments ago, a cod ing 
error in a selfdriv ing car just killed a fam ily 
with three chil dren in a major acci dent, how 
would you feel about them then? What if 
this was not a cod ing error but, rather, part 
of the design to avert kill ing another fam ily 
with three chil dren that acci den tally crossed 
in front of the car?

Humans are uncom fort able with cars 
mak ing these moral deci sions, but this is in 
part because they rep re sent sub jec tiv ity, such 
as when one out come causes more dam age 
than another — when one life exceeds the 
value of another. A lack of con sen sus about 
what moral regime should gov ern SDCs 
com pli cates human per spec tives on ML/AI 
engaged in pro cesses with sig nifi  cant con
se quences. For instance, research ers noted 
that indi vid u als from Western Europe and 
North America pre fer SDCs to make deci
sions that would harm the elderly if it meant 
sav ing the young, a pref er ence not widely 
shared in East Asia.13 So com pa nies mak ing 
SDCs con struct frac tured moral regimes,14 
seg mented by local insti tu tional norms.15

The com pli ance world faces a sim i lar 
chal lenge when it comes to ML/AI because 
there is no over arch ing moral regime to 
guide its use. ML/AI for com pli ance at pres
ent prioritises flag ging con tent for human 
adju di ca tors to make value judgements. In 
prac tice, this means humans use machines 
to sift through cases that have the highest 

prob a bil ity of being a true pos i tive with 
indi ca tors of illicitness and make deci sions. 
But humans become fatigued and there are 
only a finite num ber of cases humans can 
real is ti cally pro cess in a day with out suf
fer ing burn out. If the value prop o si tion of 
ML/AI is to find more bad ele ments with
out increas ing the num ber of human staff, 
what type of behav iours should com pli ance 
depart ments prioritise? For instance, they 
could focus on uprooting all  human traf
fick ers from their sys tems, thereby help ing 
law enforce ment to save an untold num ber 
of vic tims, but this would come at the cost 
of humans not iden ti fy ing cases of money 
laun der ing or ter ror ism financ ing. Or it 
could direct an ML/AI plat form to find sanc
tions bust ers wish ing to use safe finan cial 
insti tu tions to finance a deadly war where 
thou sands are killed, and many more suff er. 
In either case, there would be tradeoffs that 
banks have to make that would save some 
lives at the cost of help ing oth ers. There 
is no moral con sen sus on these choices, so 
com pli ance depart ments con tinue directing 
resources to existing tools and meth ods that 
sat is fied their reg u la tors and kept pace with 
their peers in the past; this passes for eth i cal 
decision making today.

For those who read the pre ced ing par
a graphs and main tain that this is incor rect 
and that com put ers pos sess moral con scious
ness, the prem ise is that even if com put ers 
can indeed think, such an error would not 
alter the argu ments of this paper. If machines 
only imi tate, then humans teach machines 
to mimic eth i cal decision making in those 
cir cum stances that have occurred in the 
past and for which there is train ing data. In 
other words, in spite of the dis tance in time 
and space, humans own the con se quences of 
machine deci sions of a trol leylike trag edy. 
If machines think, in the sense of a con
scious aware ness of moral right and wrong, 
because they learned from human furnished 
data, is the human off the hook? Creating 
a ‘con scious’ AI — if one ever comes into 
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exis tence — will be a result of human agency 
driv ing tech nol ogy adop tion. Regardless of 
think ing or imi tat ing machines, a human 
does not avoid eth i cal account abil ity.

BECOME THE JUDGE
If com put ers suc cess fully mimic more 
human behav iours, even if this is not really 
think ing in a true human sense, then per haps 
the appear ance of con scious ness is suf  cient. 
To explore this, the imi ta tion game, updated 
to the cir cum stance of human ity in 2022, is 
reexam ined.

The imi ta tion game, today often called 
the Turing test, fea tures two peo ple and a 
machine.16 The ini tial sce nario starts with 
a man in Room A and a woman in Room 
B, and they must answer ques tions from an 
inter ro ga tor in Room C. In the game, the 
inter ro ga tor must deter mine which room 
con tains the man and which con tains the 
woman. The inter ro ga tor knows abso lutely 

noth ing about either indi vid ual, and the 
inter ro ga tor must deter mine their iden tity 
by ask ing ques tions. In this sce nario, the 
man in Room A tries to trick the inter ro
ga tor while the woman in Room B tries 
to help the inter ro ga tor. For exam ple, if 
the inter ro ga tor asks about hair length, the 
man can lie, antic i pat ing how the woman 
will answer.

The fol lowon sce nario is sim i lar, except 
that the man in Room A is replaced by a 
machine. Again, the inter ro ga tor is tasked 
with cor rectly iden ti fy ing the machine, 
and the machine’s goal is to con fuse the 
inter ro ga tor into think ing it is human 
(Figure 1).

The best strat egy for the machine is to ‘pro
vide answers that would nat u rally be given 
by a [per son]’.17 For exam ple, in response 
to maths and chess prob lems, the machine 
should not get every answer cor rect, and 
instead should mimic human per for mance. 
For exam ple, Turing sug gests the fol low ing  

Figure 1 The imi ta tion game
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exchanges between the judge and Rooms A 
and B.

Q: Please write me a son net on the sub ject of 
the Forth Bridge.

A: Count me out on this one. I never could 
write poetry.

Q: Add 34,957 to 70,764
A: (Pause about 30 sec onds and then give as 

answer) 105,621.
Q: Do you play chess?
A: Yes.
Q: I have K at my K1, and no other pieces. 

You have only K at K6 and R at R1. It is 
your move. What do you play?

A: (After a pause of 15 sec onds) R–R8 
mate.18

Even Turing antic i pated the machine 
would work faster and more reli ably: notice 
the 30 sec ond pause followed by a wrong 
answer to imi tate a human. Humans work
ing in 2022 face machines that suc cess fully 
imi tate human behav iours to such a high 
degree that they even appear to ‘think’.19 
In an age when machines not only per form 
human func tions — auto ma tion — but 
also seem to think, the les son of the imi
ta tion game is for humans not to com pete, 
but to judge.

When a machine searches orders of mag
ni tude faster than a human with higher 
accu racy, the human knows to stop com
pet ing at the act of searching and instead to 
judge what the machine returns. The same 
applies to com pli ancerelated tasks. Humans 
no lon ger man u ally inspect cus tomer names 
against lists of sanc tioned enti ties. Instead, 
a machine com pares the two lists of names 
and identifies matches. The human in 2022 
inves ti gates those results. Humans can now 
push for improved per for mance through 
inno va tion; increases in ef ciency enable 
increases in effec tive ness at lower costs. 
Searches for sanc tioned enti ties, for exam ple, 
can now include con tex tual infor ma tion, 
improv ing risk iden ti fi ca tion at lower costs.

The finan cial indus try rec og nises the 
impor tance of using ML/AI, and more com
pa nies now pride them selves on deploying 
ML/AI for RPA, screen ing and risk man age
ment.20 These tools out per form incum bent 
auto ma tion tools and increase human pro
duc tiv ity by detecting greater amounts of 
risk with less effort.21 But trep i da tion per
sists because ML/AI remains unknown, and 
exam ples of ML/AI harming peo ple are 
legion.

For instance, in 2018 Amazon dis cov
ered the AI recruiting tool it was devel op ing 
showed bias against women.22 In 2021, an 
inves ti ga tion found that AI bias was caus ing 
80 per cent of Black mort gage appli cants to 
be denied.23 A tool built to enable decreas
ing prison pop u la tions based on predicting 
recid i vism prob a bil ity was found to com
pute biased results.24

In all  these exam ples, the algo rithms 
worked in a tech ni cal sense, but failed in 
the more impor tant human sense because 
the train ing data was poor. ML algo rithms 
do not think — they sim ply learn from the 
data. An algo rithm trained on data cre ated 
by biased human sys tems will reflect those 
biases. The machine is lit eral and lacks a 
con scious ness of moral ity. Without humans 
reviewing out comes, recognising bias and 
val i dat ing the train ing data, these AI sys tems 
would have been given free rein to con tinue 
caus ing inap pro pri ately dis crim i na tory out
comes. Humans must judge the eth i cal 
con se quences of ML/AI sys tems because the 
algo rithm just reflects data. Great algo rithms 
can, unfor tu nately, lead to mor ally wrong 
out comes and do so at extremely ef cient 
and effec tive lev els of per for mance.

With the advanced state of ML/AI 
today and the rapid growth in its capabil
ities expected to con tinue, com pli ance 
pro fes sion als must view them selves not 
as com pet i tors with tech nol ogy, but as 
the judges of the sys tems’ per for mance. 
In the terms of Turing’s imi ta tion game, 
the com pli ance pro fes sional’s posi tion 
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descrip tion must move the per son from Room 
B to Room C. But these tal ented and well 
intentioned peo ple in finan cial com pli ance 
are hes i tat ing to make this move. Hesitancy 
about judg ing the eth ics of tech nol ogy out
put is caus ing the lag in tech nol ogy adop tion, 
which is imped ing improv ing ef ciency and 
effec tive ness at fight ing crime and injus
tice. This is not occur ring from any lack of 
famil iar ity with how ML algo rithms work.

THE ETH ICS OF TECH NOL OGY  
ADOP TION
Nobody wants to be the driver of a run away 
trol ley. Transformative ideas often come 
from sim ple insights, and, in ret ro spect, 
appear obvi ous. After years of explor ing the 
depths and complexities of human acts of 
vio lence and coer cion, and then using this 
knowl edge to ‘encour age bank com pli ance 
pro fes sion als to see ML/AI as the enabler’ 
in fight ing crime and injus tice, this sim ple 
idea has come up.25 Compliance of cers’ 
hes i tancy arises from an eth i cal chal lenge. 
Understanding the ‘why’ of the hes i tancy 
clears a path to change the way all  com pli
ance of cers react to inno va tions, so that 
they move toward increas ing effec tive ness 
while decreas ing costs.

Returning to the trol ley prob lem thought 
exper i ment presented in an ear lier sec tion of 
this paper, where the ques tion was asked as 
to what cir cum stances would incentivise the 
bystander to watch the trag edy and not step 
up to the lever. But now the thought exper
i ment is framed in such a way as to explain 
fail ures to inno vate in finan cial com pli ance.

You are a pas sen ger on a trol ley whose 
driver has just shouted that the trol ley’s 
brakes have failed, and who then died of 
the shock. On the track ahead are five 
peo ple; the banks are so steep that they 
will not be  able to get off the track in 
time. The track has a spur lead ing off to 
the right, and you can turn the trol ley 

onto it. Unfortunately, there is one per son 
on the righthand track. You are unaware 
of the iden ti ties of the six peo ple — track 
work ers, chil dren, elderly, friends or fam
ily mem bers of yours. You can turn the 
trol ley, kill ing the one, or you can refrain 
from turn ing the trol ley, let ting the five 
peo ple die.26

Humans have not agreed upon a uni ver sal 
eth i cal frame work for the var i a tions of who 
is the trol ley driver and who are the vic tims. 
Therefore, when the brakes fail, nobody 
wants to be driv ing that trol ley, because 
nobody wants to face the choice: kill or let 
die. Without con sen sus among one’s com
mu nity or pro fes sional peers, the driver 
fears sec ond guessing and dis ap pro ba tion, or 
legal, crim i nal and civil con se quences.

The very nature of a com pli ance pro
fes sional’s job revolves around eth ics and 
con sen sus. Examiners and audi tors mea sure 
the per for mance of oth ers based upon well
known reg u la tory stan dards — the stan dard 
mea sure of com pli ance. The ques tions asked 
dur ing a review, audit, or inspec tion relate 
to achiev ing a stan dard, or mea sur ing dis
tance below the stan dard. Regulators do 
not yet give out extra credit.27 For exam
ple, com pli ance pro fes sion als do not get 
mea sured on lives not mur dered, vic tims 
res cued from human traf ck ers, elder abuse 
scammers arrested, or loans pro vided to 
deserv ing peo ple today who were unjustly 
denied last week. Because the com pli ance 
of cer’s met ric of per for mance is neg a tive 
mea sure ment, the posi tion might feel as if 
they must choose between the lesser of two 
evils, such as kill ing or let ting die.

Here is an exam ple of the type of chal
lenge fac ing com pli ance of cers, reg u la tors 
and exam in ers. A bank runs an incum bent 
ver sus chal lenger test on a strat i fied ran dom 
sam ple of 100,000 cus tom ers. The incum
bent sys tem alerts on 1,500, yield ing 25 cases 
requir ing action. The chal lenger ML/AI 
sys tem alerts on 1,000 of that same 100,000 



It’s not the algo rithm, it’s the eth ics

Page 229

ran dom sam ple, one third less work for the 
human review ers, and 75 of those 1,000 
alerts yield cases for action, 300 per cent 
more. The qual ity of the alerts is equal across 
both sys tems, and the chal lenger increases 
ef ciency by 33 per cent and effec tive ness 
by 300 per cent. But the Chief Compliance 
Ofcer does not adopt the inno va tion. Why? 
Because the chal lenger sys tem iden ti fied a 
diff er ent set of spe cific threats that did not 
over lap entirely with those yielded by the 
incum bent sys tem.

Here is the thought exper i ment. You are 
a com pli ance of cer. If you take no action, 
your team will human review 1,500 of every 
100,000 cus tom ers in order to yield 25 com
pli ance risks to the FI. Or, if you ‘pull the 
lever’ and switch tech nol o gies, your team 
will review only 1,000 of every 100,000 
cus tom ers to yield 75 risks. But the new 
sys tem will miss 10 of the 15 iden ti fied by 
the incum bent one. Do noth ing and let 50 
threats con tinue undis cov ered, or switch, 
and inten tion ally miss 10 threats to dis
cover those 50. Without con sen sus that your 
reg u la tors and peers approve of the eth i cal 
frame work, do you change? Who wants to 
be put in this posi tion?

Eight years after Turing cre ated the imi
ta tion game in the jour nal Mind, in 1958, 
Philippa Foot asked, ‘Why do moral argu
ments break down while other argu ments 
do not?’28 Is it pos si ble to draw a strict line 
between ‘state ments of fact and state ments 
of value’?

When peo ple argue about what is right, 
good, or oblig a tory, or whether a cer tain 
char ac ter trait is or is not a vir tue, they do 
not con fine their remarks to the adduc ing of 
facts that can be established by sim ple obser
va tion, or by some clearcut tech nique.29

Efforts to pro mote tech nol ogy adop tion 
that rely upon facts do not lead directly to 
state ments of value. Technologists can bring 
ML/AI to the indus try, but they do not 
bring con sen sus on newly emerg ing eth i cal 

tradeoffs. The argu ment is not math e mat
i cal, but relies upon a con sen sus of moral 
right and wrong.

If presented with all  the facts about the 
earth being round, some one who did not 
accept this truth would be criticised. The 
idea of earth being round is not a moral 
ques tion. But when presented with all  the 
facts on the ef ciency and effec tive ness of an 
inno va tive tech nol ogy  able to dis cover drug 
and human traf ck ers, peo ple may eth i cally 
choose not to adopt the new tech nol ogy and 
that is accepted. Foot asked why we accept 
the ‘break down’ on eth i cal ques tions but not 
oth ers.

People mak ing moral judgements seek 
invul ner a bil ity to crit i cism. An auto mo
bile exec u tive, for exam ple, who knows 
that fewer deaths will occur with wide
spread SDC deploy ments, but who will face 
crit i cism and legal pen al ties for the many 
instances when SDCs do kill peo ple, is like a 
finan cial com pli ance exec u tive who knows 
that more crime and injus tice will be iden ti
fied with ML/AI sys tems, but fears crit i cism 
and legal pen al ties for the many instances 
of missed cases. The net ben e fit from inno
va tion adop tions is sig nifi  cant, but in some 
sec tors, such as finan cial com pli ance, the 
lack of con sen sus on the eth i cal frame work 
causes those charged with mak ing the deci
sions to fear crit i cism on moral grounds, 
and, there fore, they delay adop tion.

Delayed adop tion of inno va tion harms the 
pub lic wel fare. The illicit actors that com pli
ance pro fes sion als seek to deter do not await 
con sen sus to go out and exe cute new scams. 
Terrorists and war finan ciers, crim i nals and 
crooks of all  types, and all  those seek ing 
to cor rupt gov ern ments, take advan tage of 
oppor tu ni ties afforded them, whether it is 
some tech no log i cal edge or some loop hole 
cre ated by reg u la tory sticki ness. Inaction has 
mate rial con se quences for the wellbeing of 
each mem ber of soci ety, per haps espe cially 
the most vul ner a ble.
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THE PATH FOR WARD
It is now clear to these authors that the 
finan cial com pli ance indus try will adopt 
inno va tions only after a con sen sus emerges, 
regard less of the scale of improved accu racy. 
For eth i cal choices, con for mity is eas ier than 
change. Compliance of cers’ deci sions have 
the fol low ing attri bute: the duty to avoid a 
neg a tive (exam) exceeds the duty to pro
vide aid (to vic tims of crime and injus tice).30 
Compliance is a neg a tive duty: do not fail 
an exam.

Where will this con sen sus come from? 
Through instead mea sur ing the aid and 
assis tance pro vided by the tal ented and 
wellintentioned peo ple choos ing com pli
ance careers. In 1976, eth ics phi los o pher 
Judith Jarvis Thomson presented an alter
na tive to the trol ley prob lem where she 
turned ‘evils to goods’.31 You are driv ing a 
trol ley from Point A to Point B to deliver a 
lifesav ing drug to an unsus pect ing patient. 
However, en route you learn that if you 
divert the trol ley to Point C, the drug can 
save five lives. You can not get to both Point 
B and C in time to save every one. It seems 
per mis si ble to divert, sav ing five lives ver sus 
one life. The moral clar ity seems to come 
from pos i tive facts more directly than neg
a tive. Approbation for this action will result 
when mea sured on the aid pro vided, choos
ing between two pos i tives, rather than on 
the action not taken, which would be choos
ing between two neg a tives.

In com pli ance sce nar ios, the ‘good’ being 
accom plished is sig nifi  cant: loans suc cess fully 
given to the under served, vic tims res cued, 
ter ror ist financers thwarted. If nobody wants 
to drive a run away trol ley, oth ers will vol
un teer to deliver lifesav ing med i cines. In a 
world where com pli ance of cers are mea
sured on good ness — aid pro vided, vic tims 
saved — they would seek out the inno va tion 
to improve effec tive ness in com bat ing crime 
and injus tice. This world then seems like a 
bet ter place.
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